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Abstract—We presentand verify ROAM, an on-demandrouting
algorithm that maintains multiple loop-freepaths to destinations.
Eachrouter maintains entriesonly for thosedestinationsfor which
data flowsthr oughthe router, which reducesstoragespacerequire-
ments and the amount of bandwidth neededto maintain correct
routing tables. In ROAM, routesare establishedand maintained
on demand using diffusing computations. A router doesnot send
updatesfor activedestinations,unlessits distanceto them increases
beyond a given thr eshold. ROAM maintains state that informs
routers when a destination is unreachableand prevents routers
fr om sendingunnecessarysearch packetsattempting to find paths
to an unreachabledestination. ROAM is shown to converge in a
finite time after an arbitrary sequenceof topological changesand
is shown to be loop-freeat every instant. The time and communi-
cation complexitiesof ROAM are analyzed.

Keywords— On-demand, Loop-Free Routing, Distance vector
routing

I . INTRODUCTION

On-demandroutingalgorithmswereoriginally proposedfor mobile
ad-hocnetworks,which areautonomoussystemsof mobilehostscon-
nectedby wirelesslinks. Ad-hoc radio networks containingmobile
nodessuffer from a limited amountof bandwidth,andoneway to re-
ducetheamountof bandwidthconsumedis to maintainroutesto only
thosedestinationsfor which a routerhasdatatraffic. However, asthe
useof the Internetincreases,we canforeseeInternet-supportedenter-
prisesin whichall businessactivitiesareconductedvia theInternet.Fi-
nancialservices,securitiesexchangesandemergency servicesareex-
amplesof applicationsthat will requirereliableInternetconnectivity.
In suchsituations,it is not unusualfor organizationsto provide topo-
logical redundancy in theform of multiple links with separategateway
routersto the Internet. One issuewith usingmultiple egresslinks is
thatmanualconfigurationof internalrouterswould beneededto make
the default routepoint to oneof the gateway routers. This would re-
quire considerableplanningandmonitoring. Runningan on-demand
routing protocol in the routersof the network would allow routersto
dynamicallypick differentgateway routersfor differentdestinationsin
theInternet.Thiswouldprovide implicit loadbalancing,becausesome
gateway routerscan offer betterpathsto certaindestinations. Also,
the routerswould transitionsmoothlyto any availablegateway router
if the currentlyusedlink to the Internetfailed. The main advantage
of on-demandroutingover thetable-drivenroutingapproachwould be
that internalrouterswould have to maintainroutesonly for thesubset
of routesthey areusing. Theflood searchusedby on-demandrouting
would only bepropagatedup to theedgeof theorganizationnetwork.
This mechanismcanbeusedto maintainroutesto both internaldesti-
nationandexternaldestinations.

Thisworkwassupportedin partatUCSCby theDefenseAdvancedResearchProjectsAgency (DARPA)
undergrantF30602-97-2-0338.

All prior work in on-demandrouting hasfocusedon wirelessnet-
works and has followed threemain approachesto ensuringthat the
routesobtainedare free of long-termloops. All the protocolsusea
flood searchto createroutesto destinations.Thedynamicsourcerout-
ing (DSR)protocol[6] is anexampleof usingcomplete-pathinforma-
tion in thedatapacketsto avoid loops.Thead-hocon-demanddistance
vectorroutingalgorithm(AODV)[10] is anexampleof usingsequence
numbersto avoid long-termloops. In AODV, eachdestinationmain-
tainsa sequencenumberthat it updatesevery time thereis a connec-
tivity changewith its neighbors.TheTemporally-orderedroutingalgo-
rithm (TORA) [9] is an exampleof usingtime stampsandinternodal
coordinationto avoid looping. TORA usesa link-reversalalgorithm
[2] to maintainloop-freemultipathsthat arecreatedby a query-reply
processsimilar to theabove two algorithms.

Thispaperintroducesanew approachto theestablishmentandmain-
tenanceof loop-freerouteson demandin eitherwirelessnetworks or
wired networks. We presentthe ROAM (routing on-demandacyclic
multipath) algorithm, which usesinternodal coordinationalong di-
rectedacyclic subgraphsdefinedsolelyontherouters’distancesto des-
tinations. We call the operationsusedto coordinatenodes“dif fusing
computations”.ROAM extendsthediffusingupdatealgorithm(DUAL)
[3] to provide routingondemand.

Weobserve that,with someof today’son-demandroutingprotocols,
whena destinationfails or becomesunreachablefrom a network com-
ponent,a sourcetrying to obtaina pathto thedestinationfindsthat its
flood-searchfor thedestinationfails,but isunableto determinewhether
or not it shouldstartanotherfloodsearch,whichcouldhave failedsim-
ply dueto temporarylink failuresinducedby fadingor nodemobility,
for example. Thereareno inherentmechanismsin theseon-demand
routingprotocolsthatwould preventasourcefrom repeatingits search
in the event that the destinationis not reachable,which we call the
searching-to-infinityproblem. This problemalsomakesthe (wired or
wireless)network runningan on-demandrouting protocolsusceptible
to a uniqueform of attack,wherea maliciousroutercan indefinitely
querya network for a destinationthatdoesnotexist, thuscausingcon-
gestiondue to queries. Consequently, externalmechanismsareused
today in order to stopsourcesfrom sendingunnecessaryqueries. In
DSRandAODV, routersdo not keepstateaboutthesearchqueriesin
progress,andtheapplicationaccessingtheon-demandroutingservice
mustimplementa hold-down time aftera searchfails; however, just as
it wasthe casein Cisco’s IGRP [4], it is difficult to determinean ad-
equatelengthof hold-down time or how many timesa sourceshould
persistrequestingapathto adestination.In addition,eachsourcemust
go throughthe processindependently. On the otherhand,in TORA,
routersthathaveprocessedasearchquerykeepthestateandthesource
neednot repeatthe searchquery multiple times. This is an advan-
tageoverstatelessroutingprotocolsthatwefurtherimprove in ROAM,
wherea searchquery in a connectedcomponentresultsin either the
sourcerequestingarouteto adestinationobtainingits answeror all the
routersdeterminingthatthedestinationis unreachable.Hence,ROAM
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eliminatestheneedfor application-level mechanismsto preventexces-
sive flooding

�
of searchesin theeventdestinationsarenot reachable.

Section II describesthe notation used in this paper to describe
ROAM. SectionIII describesROAM in detail. SectionIV addresses
loop freedomin ROAM; the completeproof of loop-freedomis not
presentedheredueto spacelimitations. SectionV addressesROAM’ s
complexity and shows that ROAM achieves the sametype of per-
formanceasotheralternatives,while preventingthesearch-to-infinity
problem.Finally, SectionVI presentsourconclusions.

I I . NETWORK MODEL AND NOTATION

To describeROAM, we model a network as an undirectedgraph�������	��

.
�

is the setof routersin the network and
�

is the setof
links in thenetwork. Eachrouterhasa uniqueID anda link is saidto
exist betweentwo routersif they canexchangepackets. Eachlink has
two costsassociatedwith it - onein eitherdirection.

Our descriptionandverificationof ROAM assumestheexistenceof
a link level protocolensuringthat:� ROAM is notifiedabouttheexistenceof a new neighboror the loss
of connectivity with a neighborwithin a finite time.� Link costsarealwayspositive anda failedlink hasinfinite cost.� All controlpacketsaresentreliably andarereceivedwithin a finite
amountof time. If thepacketscannotbesentaftera specifiedamount
of retries,then the link layer marksthe neighborasbeingdown and
sendsanindicationto theroutingprotocol.Sincecontrolpacketstravel
only one-hop,we only requiresinglehopreliability.� All messagesandchangesin the costof links andthe additionand
deletionof neighborsareprocessedwithin a finite time.� Messagescanbe transmittedover a link only whenthe link is per-
ceivedasbeingup.

Reliablemessagetransmissioncan be easily addedinto a routing
protocolfor awirednetwork [8]. In awirelessnetwork, thelogical link
control [1] necessaryto satisfy the above assumptionscanbe imple-
mentedon top of any MAC protocoldesignedfor wirelesslinks based
on collision avoidance(e.g.,IEEE802.11),TDMA, or any of the var-
ious dynamicschedulingMAC protocolsproposedrecently[12], [7],
[13] without requiringadditionalnetwork-level controlpackets.

Thefollowing notationis usedthroughoutthispaper:
: thesetof destinationsa routerknows about.��
: thesetof routersconnectedthrougha link with router � , i.e., the

setof neighborsof router � .� ��
: thecostof thelink to neighbor� ; thecostof afailedlink is assumed

to be � .� �� ���	
 : thecurrentdistancemaintainedby router � for destination� at
time

�
.� �� � ���	
 : thedistancefrom neighbor� to router � asknown by router �

at time
�
.��� �� ���	
 : thefeasibledistanceat router � for destination� ; thisdistance

is usedto checkif the feasibilitycondition(definedin SectionIII-B) is
satisfied.� � �� ���	
 : the distanceto destination� usedin messagessent to the
neighborsat time

�
.��� �� ����
 : thesmallestvalueassignedto

� �� from thetime � becamepas-
sive up to time

�
. ! �� : is the setof neighborsof router � that offer loop-freeroutesto

destination� ; any neighbor � whosedistanceasknown by � , � �� � is
lesserthanthefeasibledistance

��� �� belongsto this set." �� : the successorfor destination� ; this successoroffers a loop-free
pathto destination� andis usedfor datapackets.# �� : thequeryorigin flag recordshow a routergetsinto theactive state
(furtherexplanationin sectionIII-D).$ �� : this timestampis maintainedfor eachdestination.It indicatesthe
lasttimea datapacket wasseenfor thedestination. $ �� � ����
 : this valuecanbesetto active or passive; whensetto active,

it indicatesthatrouter � hassentaqueryto neighbor� andexpectsit to
returna reply for destination� .

I I I . ROAM

A. Informationstoredandexchangedbyeach router

Eachroutermaintainsa distancetable, a routing table anda link-
cost table. The distancetable at router � is a matrix containingfor
eachdestination� and for eachneighbor � of router � , the distance� �� � as last reportedby � anda reply statusflag

 $ �� � . The routing
table at router � is a column vector containing,for eachdestination� , the distanceto the destination

� �� , the feasibledistance
��� �� , the

reporteddistance
� � �� , thesuccessor" �� , thequeryorigin flag # �� and

the timestamp
$ �� . The link-cost table lists the costsof links to each

known adjacentneighbor(
� ��

).
Therearethreetypesof controlpacketsusedby theroutingprotocol:

queries,repliesandupdates.A control packet from router � to router� containsthe addresses� and � andthe addressof the destination�
for which a path is desired. The packet alsocontainsa field indicat-
ing thereporteddistance(

� � �� ) from router � to destination� . A flag% �� indicateswhethera control packet is an update,a queryor a reply
to a query. The distancein a packet canbe set to any positive value
includinginfinity.

B. ActiveandPassiveStatesin ROAM

A router � updatesits routing tablefor a destination� when: (a) it
needsto add an entry for � , (b) it needsto modify its distanceto �
(including settingthat distanceto � ), and(c) it decidesto erasethe
entryfor � .

For agivendestination,a routerthathassentqueriesto all its neigh-
bors and is waiting for replies from at leastone of its neighborsis
said to be active; otherwise,it is said to be passive. With respectto
a given destination� , a router running ROAM can be in one of the
following threestates:(a) passive knowing or not knowing about � ’s
existence,(b) active waiting to obtain distanceinformation about �
(while creatingroutes),and(c) active waiting for repliesfrom neigh-
borsabouta known destination� (while maintainingroutes).A router� initializes itself in the passive statewith a distanceof zero to itself
(
� ��!& ��� ��!& � � ��!&(' � " ��)& � � $ ��*& presenttime).

To maintainloop-freeroutes,eachroutercanonly pick assuccessor
a neighborthatsatisfieseitherof thetwo feasibility conditions.To re-
mainpassiveandhavealoop-freeroute,arouterneedsto haveaneigh-
bor that is a feasiblesuccessor( + " �� ). The feasiblesuccessorprovides
the shortestloop-freepath to the destination. The passive feasibility
condition(PFC) is to besatisfiedby arouter’s successorwhena router
is passive. Theactive feasibility condition(AFC) comesinto play only
when a router is active, i.e., there is no longer any feasiblesucces-
sor. All neighborsin

 ! �� satisfyAFC, which impliesthatthey provide
loop-freepaths.However, whena routeris active,

 ! �� no longercon-
tainsthefeasiblesuccessor.
PFC: If at time

�
router � needsto changeits successor, it canchooseas

its new successorany neighbor,�- �� ���	
 for which
� ��/. ���	
10 � �. ����
 &2 ��3)4 � ��65 ����
70 � �5 ���	
78:9 -  � ����
	;

and
� ��/. ����
=< ��� �� ����
 , where��� �� ���	
 & � � �� ����
 .

AFC: If at time
�

router � becomesactive,thenit cansetits successorto
any neighbor,�- �� ���	
 where

� ��/. ����
>< ��� �� ����
 . If thereis no such
router, thenthe routermaintainsits earliersuccessoruntil it becomes
passive again.

Thefeasiblesuccessorplaysakey role in maintainingloop-freedom,
becauseit createsa totalorderingof distancesalongany path[3]. Only
thedistancethroughthe feasiblesuccessoris reportedin controlmes-
sages. Therefore,we are able to maintainmultiple routeswhile in-
troducingno extra latency or controlmessages.Neighborroutersthat



satisfyAFC andnotPFCcanbeusedfor forwardingpacketsevenwhile
the routeris active or passive, but their distancesarenot usedin path
calculations.

ConsiderFig. 1 in which router � is thedestinationandrouters? ��@
and A areneighborsof router � . Router

@
satisfiesPFCandtherefore

is the successorand feasiblesuccessorof router � ; router ? is in the
successorset

 � �� as it satisfiesAFC. If link
� � ��@B
 fails, router ? is

markedassuccessor, eventhoughrouter A offersa shorterpath.This is
donebecausewe know thatonly router ? guaranteesa loop-freepath.
However, becausethepaththrough? is not theshortestpossible,router� becomesactive and start a diffusing computation. The rest of this
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Fig. 1. Successorsin ROAM

sectiondescribeshow diffusing computationsare usedin ROAM to
create,maintain,anddeleteroutesto destinationson demand.

C. CreatingRoutes

Whenaroutergetsadatapacket for adestinationfor which it hasno
entryin its routingtable,it startsadiffusingsearch, whichis adiffusing
computationoriginatedby a sourceandpropagatedby eachrouterthat
hasnoentryfor thedestination.Thesourceof thissearchcanbeeither
thesourceof thedatapacketor any intermediaterouteronthepathfrom
thesourceto thedestination.Thediffusingsearchpropagatesfrom the
sourceout on a hopby hop basis,until it reachesa routerthat hasan
entryfor therequesteddestination,in whichcasetherouterreplieswith
its distanceto it. At theendof thesearch,thesourceeitherobtainsa
finite distanceto thedestinationor all thenodesin thesameconnected
componentdeterminethatthedestinationis unreachable(

� �� & � and
nodeis passive).

A routerstartingthediffusingsearchaddsthedestinationto its rout-
ing table(

� �� & ��� �� & � � �� & � � " �� & 3 % ��� � # �� &DC ,$ �� = present
time) anddistancetable(

� �� � & � 8 �E- �� ), becomesactive for the
destination(

 $ �� � & active
8 �F-  � ) andsendsaqueryto itsneighbors.

Thequeriesusedin a diffusingsearchreporta distance
� � �� & � .

A neighbor � that receives a query for � and hasno entry for the
destinationaddsthe destinationto its routing table (

� �� & ��� �� &� � �� & � � " �� & 3 % ��� � # �� &HG � $ �� = presenttime) and distance
table (

� �� � & � 8 �I- ��
), becomesactive for the destination

(
 $ �� � & active

8 ��-  � ) andforwardsthequeryto its neighbors.
Repliesto a querycanresult in makingactive routerspassive and

thereforeshrinking the diffusing searchandfinally endingit. When
a routergetsa reply from neighbor� , it recordsthe reporteddistance
(
� �� � & � �

�
� ) andresetstheactive flag (

 $ �� � & passive).
Repliesaresentby routerswhenany of the following threecondi-

tionsaresatisfied:
1. A router that alreadyhasan entry for the destination,infinite or
finite, sendsbacka reply immediatelywith

� � �� & � �� , becausePFC
is satisfiedalready. This conditionalsoholdsfor thedestinationof the
diffusingcomputation.
2. A routerthatis alreadyactive for thedestinationsendsa replyback
immediatelywith

� � �� & � �� .
3. A router � otherthanthesourceof thediffusingsearchthathasre-
ceived repliesfrom all its neighborssendsa reply with

� � �� & � �� .
Before sendingthe reply, � sets

 $ �� � & passive for all �J-  �
and

setsits feasibledistance,reporteddistanceand distanceto the mini-
mum valueof

� �� � 0 � �� for all �K- �� . The neighborthatoffers the
minimumvaluebecomesthenew successorandfeasiblesuccessor. If

all the reply distancevaluesreceived by a routerareinfinity, thenthe
routersendsa reply with

� � �� & � to the neighborthat sentit the
query.
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Fig. 2. Creatingroutes:Router L searchesfor destinationM
Fig. 2 shows a diffusing computationwhererouter � is searchingfor
a path to router � . For simplicity, all link costsareassumedto be 1.
Thefirst entryin theparenthesisis thedistanceto destination� andthe
secondentry is the feasibledistanceto destination� . Routers� and �
are the only oneswho know of router � ’s existence. The queriesare
denotedby arrows with solid lines. The arrows with dashedlines are
therepliesandthedottedarrows areupdates.Black circlesarerouters
thatareactive andwhite circlesareroutersthatarepassive.

If thesourceroutergetsa finite distanceaftera search,therecanex-
ist certainareasof thenetwork thatdid not receive repliesconfirming
theexistenceof thedestination.In Fig. 2, router N would correspond
to sucha router. Theserouterswould assumethat they arepartitioned
from thedestinationbecausethey still have a distanceof infinity to the
destination.To avoid thiscondition,weincorporateamechanismcalled
thresholdupdates. Theseupdatesaresentby arouterwhenits distance
to a certaindestinationchangesby morethana definedthresholdO � .
Thepartsof thenetwork thathave infinite entriesfor a destinationthat
is not partitionedeventuallychangetheir distancesto the correctdis-
tance.Routersthathave no entry for thedestinationdo not propagate
updates.

D. HandlingLink CostChanges

Link costchangesto a router � thatis not thefeasiblesuccessorjust
involve updatingentriesin the link cost table. Whena link cost

� �PRQS
to thefeasiblesuccessor" �� decreases,router � justupdatesthedistance
andthefeasibledistanceto reflectthenew value

��� �� & � �� & � �� P QS 0� �P QS . If T � ���U � � �� T:VJO � ,
� � �� is setto thenew valueof

� �� anda

thresholdupdateis broadcastedto all neighbors.
Whena link costto a feasiblesuccessorincreases,router � checksto

seeif any otherneighborin
 � �� still satisfiesPFCandthereforecan

bemadethenew feasiblesuccessor. If PFCis not satisfied,thenrouter� becomesactive andstartsa diffusing computationfor destination� .
Beforesendingout queries,the routerchecksif

 ! �� is non-empty, in
whichcaseit picksa neighborN in

 ! �� asits successor. Thereported
distanceanddistancearesetto thedistancethrough N . Therefore,the
queriescontainthedistancethroughN . However, thefeasibledistance
is not changed.If

 ! �� is empty, thenthe reporteddistance,feasible
distanceand distanceis set to the new distancethroughthe original
successor(thesuccessorthatwasthefeasiblesuccessor).



Oncerouter � startsa diffusingcomputationfor destination� , it sets
its flags

 $ �� � to active andsendsqueriesto all its neighbors.
 $ �� �

remainsactiveuntil areply from � is received.Therefore,if
 $ �� � is set

to active for any neighbor� , thenrouter � doesnot forwardany further
queries,thusensuringthat thequeriesarenot forwardedforever. This
mechanismalsohelpsseparatedifferentdiffusingcomputationsfor the
samedestination.

Whenanactive routergetsrepliesfrom all its neighbors,it picksre-
sets

��� �� to infinity. It thenpicks the neighborthat satisfiesPFCas
the new feasiblesuccessorandsetsits feasibledistance,distanceand
reporteddistanceequalto thedistancethroughthenew feasiblesucces-
sor. A routerbehavesdifferently if therehave beendistanceincreases
while it wasactive,asexplainedin thefollowing paragraph.

ROAM makessurethat,for any givendestination,aroutertakespart
in only one diffusing computationat a time. However, theremight
be more thanonedistanceincreasethat needsto be processedwhile
a router is active. To keeptrack of the multiple inputsa routermay
have to process,thequeryorigin flag # �� is maintainedby every router� for every destination� . This flag is setto 1 whena routeris passive
(
 $ �� � & passive

8 �K-  � ). Whena routeris active (
 $ �� � & active

for some�W- �� ) thevalueof # �� canimply the following conditions.
It mustbenotedthata routermaygetqueriesfrom any neighbor, but
it becomesactive only whenthe feasiblesuccessorno longersatisfies
PFC.� # �� &X'

: Router � is the origin of the query in progressand it has
experiencedat leastonedistanceincreasesincebecomingactive.� # �� &YC

: Router � is the origin of the query in progressand it has
experiencedno distanceincreaseand no query from successorsince
becomingactive.� # �� &[Z

: Router � becameactive due to a query from a successor
andit experiencesa distanceincrease,or it is theorigin of a queryand
receivesaqueryfrom thesuccessorafterbecomingactive.� # �� &HG

: Router � becomesactive after receiving a query from a
successorandexperiencesno distanceincreasesafterbecomingactive.

Whenrouter � changesstatefrom active to passive and # �� &\C
or 3,

router � resetsthe valueof
��� �� to infinity. This resultsin router � ’s

picking asfeasiblesuccessortheneighborthatofferstheshortestpath.
If on the other hand # �� &I'

or 2, router � retainsits old
��� �� and

checksfor PFC.If PFCis not satisfied,anotherdiffusingcomputation
is started.Beforestartingthe diffusing computation,the valuesof # ��
are changedfrom 0 to 1 and 2 to 3 respectively. Thus, we seethat
all distanceincreasesaretakencareof. A distinctionis madebetween# �� &]C

and 3 becausein the caseof # �� &HG
, a reply needsto be

sentback to the old successorbeforethe routerbecomespassive. A
paralleldistinctioncanbedrawn between# �� &D' and2. Fig. 3 shows
thestatesin ROAM andthetransitionsbetweenthem.Thefiguredoes
notconsiderlink failuresandlink additions,whicharediscussedin the
next section.

E. Handlingtopology changes

Thetopologyof thenetwork canchangeby links goingdown or links
comingup. Whena new link comesup, it could result in partitioned
sectionsof thenetwork coalescing.Links goingdown mayresultin a
network gettingpartitionedbesidesdestroying routes.Thefailureof a
routercanbeviewedasmultiple links goingdown.

If router � detectsanew neighbor� , it addstheneighborto its routing
tableif theneighboris a new destination(

� �� & ��� �� & � � �� & � �" � � & � � # �� &^C � $ �� &
presenttime). An entry for � is createdin the

distancetable(
� �� � & � 8 �_-  ) anda full-stateupdateis sentto

thenew neighbor. The full-stateupdatepacket containsentriesfor all
destinationscontainedin router � ’s routing table. If router � is passive
for adestination,thentheentryis markedasanupdate,elseit is marked
as a query; an exceptionbeing routing entrieswith distanceinfinity

which aremarkedasqueries.Thereasonfor this exception,giventhat
routesaresetondemand,canbeexplainedusingFig. 4.

Considerthreenetworks A, B andC joining. All the routersin A
have thedistanceto destination� setto infinity. Theroutersin B have
no entry for � andtheroutersin C have a finite entry for � . Whenthe
link connectingA andB comesup,if theentryfor � is asimpleupdate,
thenthe router in B will ignore it. Therefore,even thoughthereis a
routeto getto destination� which is in componentC, routersin A will
never beableto reachit becauseall of themhave their distancessetto
infinity. Now, if theentry is a query, a diffusing searchtakesplacein
componentB, at theendof which routersin A andB know thecorrect
distanceto destination� . Whena router � receivesa full-stateupdate

A B C

j

D
j

Dj = finite= NULLD = infinity

Fig. 4. Networkswith differentstatescoalescing

packet from a neighbor� , it processeseachentryoneby one.A query
entry is processedin themannerdescribedin sectionsIII-C andIII-D.
If the entry is an updatefor a destinationthat � hasno knowledgeof,
then � simply ignoresthe entry, elseit recordsthe distance(

� �� � &� � �� ). If thedistancethroughtheneighboris greaterthanthepresent
distance(

� �� � 0 � �� V � �� ), nothingis done.If thedistancethroughthe
neighboris smallerthanthepresentdistancethenrouter � setsrouter �
asits new feasiblesuccessor(

��� �� & � �� & � �� � 0 � �� � " �� & � ). If the
changein distanceis greaterthana thresholdvalue,router � sendsits
neighborsthenew distancein updates.

If a failureof link
� � � � 
 is detectedat router � , router � setsthevalue� �� � to infinity for eachdestination� . If router � was active at the

time of deletionof link
� � � � 
 , thensetting

 $ �� � to falseand
� �� � to

infinity mimics the behavior that would result from router � ’s getting
a reply with distanceset to infinity from router � . If � was passive
and � happenedto be the feasiblesuccessor, then router � becomes
active andstartsa diffusing computation. If

� � � � 
 was the only link
connectingrouter � ’s componentandrouter � ’s component,thenwith
the lossof link

� � � � 
 router � losesits only successor. This resultsin
router � ’s sendinga querywith distancesetto infinity. Sincethis query
propagatesto all routersin router � ’scomponent,all of themeventually
changetheir routing tableentriesto infinity, which signifiespartition
from thedestinationin router � ’s component.
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Fig. 5. Handlingpartitionsdueto link failure

Fig. 5 shows an exampleof a network wherelinks go down. The
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Fig. 3. ActiveandPassivestatesin ROAM

topologyandnotationof the exampleis sameasthat in Fig. 2 except
that the two links ( � � � ) and ( � � � ) have link costsof 2. In Fig. 5 (a)
the link ( � � � ) fails where � is the feasiblesuccessorof � . At router� , the feasibledistanceis 3. Router

�
satisfiesthe feasibility condition

sinceits distance2 is lesserthan3 andit now offers theshortestpath
to thedestination.Therefore,router � remainspassive andchangesits
distanceto 4. Note,however thatthefeasibledistancedoesnot change
asit is definedto bethelowestdistancevaluesincetherouterbecame
passive. In Fig. 5 (b), link ( � � � ) fails. Now, router � hasno feasible
successor. Therefore,it becomesactive, setsits distanceandfeasible
distanceto infinity andsendsa queryto N . As shown in Fig. 5 (d),
when N getsthe query, it becomesactive becauseit hasno feasible
successor. It also setsits distanceand feasibility distanceto infinity
andsendsa query to � . Router � sendsa reply with infinite distance
becauseit is alreadyactive. Sincerouter N hasreceived repliesfrom
all its neighbors,it setsits feasibledistanceto infinity, becomespassive
andsendsareply to � . Router� thensetsits feasibledistanceto infinity
andbecomespassive.

F. DeletingRoutes

Routesaretimestampedwhenthey areenteredinto theroutingtable.
They arealsotimestampedwhenever datapackets for the destination
areseen.A timer-drivenfunctioncomparesthetimestampof theroute
to thecurrenttime at therouter. If it exceedsthetime thresholdandif
the router is not active for the destination,the routeis removed from
theroutingtable.

IV. ROAM LOOP-FREEDOM

To prove that ROAM is correct,we needto prove that it maintains
loop-freepathsto all destinationsanddoesnot deadlockin any state
andconvergesto the correctdistances.Becausethe routesto differ-
entdestinationsarecreatedandmaintainedindependentof eachother,
onecanprove correctnessof theprotocolby proving correctnessfor an
arbitrarydestination� .

Theroutersin


, their successorsandthelinks from routersto their
successorsdefinea graphthatwe term

 � ����
 . For theprotocolto be
loop-free,this graphhasto bea directedacyclic graphat all times.

The completeproof of loop-freedomandcorrectnessarepresented
in an extendedversionof this paper[11]. Here,we includea lemma
which proves that ROAM is loop-freeif successorsarepicked using
PFCor AFC.

When at time
� &`'

, all the routersare initialized, they have no
entriesfor any otherdestinations.The graph

 � ����
 consistsonly of
all theroutersin thegraphwith no links betweenthem. This graphis
trivially loop-freeandhascorrectpaths.

Assumethata loop a � ����
 is formedfor thefirst time at
�
. For a loop

to beformedarouter � mustchoosearouterupstreamfrom it in
 � ����


asasuccessor. a � ���	
 is formedbecausearouter � changesits successor
from

@
to ? dueto a changein its distance

� �� & � ��6b 0 � �b at time
�
,

where
@

wasthesuccessor" �� at time
� b and

� b <_� .
The routerat the �dcfe hopat time

�
is "hg � � 31ikjml and "hg � 0 C � 31ikjnl

is the successorof "hg � � 31ikjnl at time
�
. The time at which "hg � � 31ikjnl

picks "hg � 0 C � 31ikjml asits successoris denotedas
� P6o �qpsr t uwvRxzy , where� P/o �Bp{r t u|v}xzy <_� . This is thelasttime achangewasmadein therouting

tableof "hg � � 31ikjnl for destination� . It is seenfrom thedefinitionthat:" P6o � t u|vRxzy� ��� P/o �Bp{r t u|v}xzy 
 & " P6o � t u|vRxzy� ���	

� P6o � t u|v}xzy� ��� P/o �Bp{r t u|v}xzy 
 & � P6o � t u|v}xzy� ���	


Thetimeatwhichthelastupdateis sentby "hg � � 3~ikjnl to its predecessor"hg � U C � 31i�jnl is denotedby
� P6o �Bp{r t �/� �6y . This is the lastupdatethat is

sentbeforetime
�
. Router "hg � � 31i�jnl ’s successorat time

� P6o �Bpsr t �6� �/y is
denotedby "hg � 0 C � # ��� l which mayor maynot bethesameas "hg � 0C � 31ikjnl . Thetimesdescribedabove have thefollowing relationship.� P6o �qpsr t �/� �/y1� � P6o �Bp{r t uwvRxzy)� �
A path �)� � ���	
 consists of the sequence of routers 4�? &"hg C � 31ikjml � "hg Z � 31ikjml �B������� "hg � � 31ikjml �B������� � ; , asshown in Fig. 6. If a loopa � ���	
 exists, then � � � ���	
_� � � � ���	
 . Furthermore,it also true that
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Fig. 6. Structureof possibleloop causedby changeof neighbor

"6� o � y� ����
 & � � " �� ��� b 
 & @�� and
� b <�� . By definition,

� � �� ��� � 
 � � �� ��� � 

at any time

� �
, and

��� �� ��� r 
 � ��� �� �����k
 if
� r <_���

.
Lemma: If there are no diffusingcomputationsand routers pick new
successors for destination� , using PFC or AFC, then the resulting
graph

 � ����
 is alwaysloop-free.



Proof: Assumethata loop a � ���	
 is formedfor thefirst time at
�
. For

a loop to beformeda router � mustchoosea routerupstreamfrom it in � ����
 asa successor.
A routerpicksa new successoronly if it satisfiesAFC or PFC.If ei-

therPFCor AFC haveto besatisfiedwhenarouter "hg � � 31i�jnl)-��)� � ���	

makesrouter "�g � 0 C � 31ikjml)-=�)� � ���	
 its successorat time

� P6o �Bp{r t uwvRxzy
it mustbetruethat� P6o � t u|vRxzy� P/o �Bp{r t u|v}xzy ���	
 & � P6o � t uwvRxzy� P6o �Bpsr t u|vRxzy ��� P6o

�Bpsr t u|vRxzy 
< ��� P6o � t uwvRxzy� ��� P6o �Bp{r t uwvRxzy 

Sinceall links costsarepositive andeitherPFCor AFC mustbesatis-
fied by every routerin �)� � ���	
 , we get the following inequalitieswhile
traversingit: ��� �� ����
 & � � �� ���	
 V � �� � ���	
 & � �� ��� P6o � t �6� �/y 
� �� ��� P6o � t �/� �6y 
�� � � �� ��� P6o � t �/� �6y 
�� � � �� ��� P/o � t uwvRxzy 
& ��� �� ��� P6o � t u|vRxzy 
V � �� P6o � t u|vRxzy ����


...� P/o ���~r t u|vRxzy� P6o � t uwvRxzy ���	
 & � P6o � t u|v}xzy� ��� P/o �Bp{r t �/� �6y 
� � � P6o � t u|vRxzy� ��� P6o �Bpsr t �6� �/y 
� � � P6o � t u|vRxzy� ��� P6o �Bpsr t u|vRxzy 
& ��� P6o � t u|v}xzy� ��� P/o �Bp{r t u|v}xzy 

V � P6o � t u|v}xzy� P6o �qpsr t uwvRxzy ����


...� � o � y� � ���	
 & � �� ��� b 
7� � � �� ���	
 & ��� �� ���	
6�
The above set of inequalitiesleadsto the erroneousconclusionthat��� �� ���	
 V ��� �� ����
 . Therefore,it follows thatno loop canbeformed
in
 � ����
 if thePFCandAFC areusedwhile picking a new successor.�

V. COMPLEXITY

The performanceof ROAM canbe measuredin termsof the time
andcommunicationoverheadrequiredto getroutingtablesto converge
andhave loop-freepathsto thedestinations.Actual time is hardto pre-
dict becauseit involvespredictingvarying inter-routercommunication
time andotherdelaysassociatedwith queuing,etc. Consequently, we
assumethat theprotocolsbehave synchronously, which meansthatall
actionsaretakenby theroutersin discretesteps.A routerreceivesits
inputs,processesthem,makeschangesto its routing tablesandsends
updatesall in the samestep. The neighboringroutersreceive the up-
datesin the next step. We start measuringthe numberof stepsand
messagesafter a single topologicalchange. This changecould be a
link failure,link additionor a link costchange.Theneighboringrouter
discoversthechangein thefirst step.During thelaststep,at leastone
routerreceivesandprocessesupdatesfrom a neighbor, afterwhich all
routing tablesarecorrectandno moreupdatesneedto besenttill the
next topologicalchange.Timecomplexity measuresthenumberof steps
it takes for this processandcommunicationcomplexity measuresthe
numberof messagesit takes.

In ROAM, a router searchesfor a destinationif the destinationis
notalreadyin theroutingtables.This involvessendingaquerywith an
infinite distancefor thedestination.Thequeryis broadcastto all neigh-
bors.Eachneighborthatgetsthequerychecksto seeif it hasarouting
tableentryfor thedestination.If it doesnot,thentheneighborbecomes
activeandsendsaquerywith infinite distanceto all its neighborswhich
includestheonethatsentit theoriginal query. A routerthat is already

active andreceivesa querydoesnot sendany morequeries.Thus,one
canseethata searchquerycannotbesentover a link morethantwice.
Therefore,thecommunicationcomplexity is � � T � T 
 , where T � T is the
numberof edgesin thenetwork. Thetimecomplexity is � � � 
 where

�
is thediameterof thenetwork.

After asinglelink failureor link-costincrease,thetimecomplexity is
thesameastheJaffe-Mossalgorithm[5]. In theworstcase,all routers
upstreamof the destinationmustfreezetheir routing tableentriesfor
thedestination.Therefore,thetimecomplexity is � �f9�
 , where

9
is the

numberof routersaffectedby theroutingtablechange.Thecommuni-
cationcomplexity is � ��� � 9�
 , where

�
is themaximumdegreeof the

router.
Any router that receives information reportinga distancedecrease

will alwaysbeableto find afeasiblesuccessor. Updatesareonly sentif
thedistancechangesby morethanthethreshold.Therefore,link addi-
tionscanat besthave no reaction,at worsthave a messagecomplexity
of � � Z � 9�
 anda time complexity of � � � 
 , where

�
is thelongestpath

to a destination.

VI . SUMMARY AND CONCLUSIONS

We have presentedROAM, the first on-demandrouting algorithm
thatprovidesmultiple loop-freepathsbasedsolelyondistancesto des-
tinations,without the needfor completepath information, sequence
numbersrefreshedperiodically, or time synchronization. We have
shown elsewherethat ROAM is loop-freeat every instantand that it
convergeswithin afinite time. Wealsointroducedthesearch-to-infinity
problemandeliminatedits occurrencein ROAM, suchthatsourcesdo
not sendrepeatedflood searchesin theeventof destinationsbeingun-
reachable.Given its performance,ROAM is very applicableto wired
networks,wheremultiplepathsto theInternetareprovidedondemand
usingROAM, andwirelessnetworks with staticnodesor nodeswith
limited mobility.
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